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\begin{abstract}
This paper considers a new nonparametric estimation of conditional value-at-risk and expected shortfall functions. Conditional value-at-risk is estimated by inverting the weighted double kernel local linear estimate of the conditional distribution function. The nonparametric estimator of conditional expected shortfall is constructed by a plugging-in method. Both the asymptotic normality and consistency of the proposed nonparametric estimators are established at both boundary and interior points for time series data. We show that the weighted double kernel local linear conditional distribution estimator has the advantages of always being a distribution, continuous, and differentiable, besides the good properties from both the double kernel local linear and weighted Nadaraya–Watson estimators. Moreover, an ad hoc data-driven fashion bandwidth selection method is proposed, based on the nonparametric version of the Akaike information criterion. Finally, an empirical study is carried out to illustrate the finite sample performance of the proposed estimators.
\end{abstract}

\section{Introduction}

Value-at-risk (hereafter, VaR) and expected shortfall (ES) have become two popular measures of market risk associated with an asset or portfolio of assets, during the last decade. In particular, VaR has been chosen by the Basel Committee on Banking Supervision as the benchmark of risk measurement for capital requirements. Both VaR and ES have been used by financial institutions for asset management and minimization of risk, and have been rapidly developed as analytic tools to assess riskiness of trading activities.\textsuperscript{1}

In terms of the formal definition, VaR is simply a quantile of the loss distribution (future portfolio values) over a prescribed holding period (e.g., 2 weeks) at a given confidence level, while ES is the expected loss, given that the loss is at least as large as some given VaR. It is well known from Artzner \textit{et al.} (1999), that ES is a coherent risk measure satisfying homogeneity, monotonicity, risk-free condition or translation invariance, and subadditivity, while VaR is not coherent, because it does not satisfy subadditivity. As advocated by Artzner \textit{et al.} (1999), ES is preferred in practice due to its better properties, although VaR is widely used in applications.

Measures of risk might depend on the state of the economy, since economic and market conditions vary from time to time. This requires risk managers to focus on the conditional distributions of profit and loss, which take a full survey of current information on the investment environment, such as macroeconomic, financial, and political environments, in forecasting future market values, volatilities, and correlations. Moreover, it is well documented that VaR is expected to increase as the past returns become very negative, because one bad day increases the probability of the next day. Similarly, very good days also increase VaR; see Duffie and Singleton (2003) and Engle and Manganelli (2004). Therefore, VaR could depend on the past returns in some way. On the other hand, as pointed out by Duffie and Singleton (2003) and Engle and Manganelli (2004), not only are the prices of the underlying market indices changing randomly over time, but the portfolio itself is changing, as is the volatility of prices, the credit qualities of counterparties, and so on. Hence, an appropriate risk analytical tool or methodology should be allowed to adapt to varying market conditions, and to reflect the latest available information in a time series setting rather than the iid framework. Most of the existing risk management literature has concentrated on unconditional
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distributions and the iid setting, although there have been some studies on conditional distributions and time series data. The main focus of this paper is on the nonparametric estimation of conditional value-at-risk (CVaR), and conditional expected shortfall (CES) functions where the conditional information contains economic and market (exogenous) variables and past observed returns. Most of studies in the literature and applications are limited to parametric models, such as all standard industry models as CreditRisk+, CreditMetrics, CreditPortfolio View and the model proposed by the KMV corporation and others. Parametric models for CVaR and CES are the most efficient if the underlying functions are correctly specified. However, a misspecification may cause serious bias, and model constraints may distort the underlying distributions. It is well known that nonparametric modeling is appealing in several aspects. One of those is that little or no restrictive prior information on functions is needed. Another advantage is that it allows a wide range of data dependence, which makes it adaptable in the context of financial losses. Further, nonparametric modeling may provide useful insight for further parametric fitting.

This paper has the following contributions to the literature. The first one is to propose a new nonparametric approach to estimate CVaR and CES. In essence, our estimator for CVaR is based on inverting a newly proposed estimator of conditional distribution function. The estimator for CES is found by plugging in the estimated conditional probability density function (PDF) and the estimated CVaR function. More precisely, our newly proposed estimator combines the weighted Nadaraya-Watson (WWN) method of Cai (2002) and the double kernel local linear technique of Yu and Jones (1998), termed as “weighted double kernel local linear” (WDKL) estimator. It is shown that, analogous to Scaillet (2005), Cai (2002) and Yu and Jones (1998), the proposed estimators overcome the so-called boundary effects.

The second contribution is to establish the asymptotic properties for the WDKL estimators of conditional PDF and cumulative distribution function (CDF) for α-mixing time series at both boundary and interior points. It is therefore shown that the WDKL method enjoys the same convergence rates as those of the double kernel local linear estimator and the WWN estimator. It is also demonstrated that the WDKL CDF estimators have desired sampling properties at both boundary and interior points. Finally, we show that the WDKL estimator of CVaR has the following three properties: it exists always due to the WDKL estimator of CDF being a distribution function, it inherits the differentiability from the WDKL estimator of CDF, and it possesses the same asymptotic properties as the standard local linear estimator does; see Fan and Gijbels (1996).

The rest of the paper is organized as follows. In Section 2, we present the detailed motivations and formulations for the new nonparametric estimation procedures for estimating conditional PDF, CDF, VaR and ES. We establish the asymptotic properties of these nonparametric estimators at both boundary and interior points with some comparisons in Section 3. Together with an easily implemented data-driven method for selecting the bandwidth based on the nonparametric Akaike information criterion (AIC), a Monte Carlo simulation study and an empirical application to a stock index return are presented in Section 4. Finally, some lemmas and the derivations of theorems are given in Section 5, and the Appendix contains the technical proofs of certain lemmas.

2. Nonparametric Estimating Procedures

Assume that the observed data \( (X_t, Y_t); 1 \leq t \leq n \), \( X_t \in \Re^q \), are available and they are observed from a stationary time series model. Here \( Y_t \) is the risk or loss variable which can be the negative logarithm of return (log loss) and \( X_t \) is allowed to include both economic and market (exogenous) variables and the lagged variables of \( Y_t \). Note that our presentation is only for the case that \( d = 1 \), and the proposed methodology and theory continue to hold for \( d > 1 \) with more complex notations.

Clearly, CVaR \( \nu_y(x) \) can be expressed as \( \nu_y(x) = S^{-1}(p \mid x) \), where \( S(y \mid x) = 1 - F_y(x) / p \) and \( F(y \mid x) \) is the conditional CDF of \( Y_t \) given \( X_t = x \). The nonparametric estimation of \( \nu_y(x) \) can be constructed as \( \hat{\nu}_y(x) = \hat{S}^{-1}(p \mid x) \), where \( \hat{S}^{-1}(p \mid x) \) is a nonparametric estimation of \( S^{-1}(p \mid x) \). CES \( \mu_y(x) \) is formulated as

\[
\mu_y(x) = E[Y_t \mid Y_t \geq \nu_y(x)] = \int_{\nu_y(x)}^{\infty} y f(y \mid x) dy / p,
\]

where \( f(y \mid x) \) is the conditional PDF of \( Y_t \), given \( X_t = x \). To estimate \( \mu_y(x) \), one can use the plugging-in method as

\[
\hat{\mu}_y(x) = \int_{\nu_y(x)}^{\infty} \hat{y} f(y \mid x) dy / p,
\]

where \( \nu_y(x) \) is the nonparametric estimation of \( \nu_y(x) \), and \( \hat{y} f(y \mid x) \) is a nonparametric estimation of \( f(y \mid x) \). But the bandwidths used to estimate \( \nu_y(x) \) and \( \hat{y} f(y \mid x) \) might not be necessarily the same.

First, we start with our nonparametric estimators for conditional PDF and CDF. It is noted for a given symmetric kernel \( K(\cdot) \),

\[
E[K_{h_0}(y - Y_t) \mid X_t = x] = f(y \mid x) + \frac{h_0^2}{2} \mu_2(K) f^{2.0}(y \mid x) + O(h_0^3) \approx f(y \mid x), \quad \text{as } h_0 \to 0,
\]

where \( K_{h_0}(u) = K(u/h_0) / h_0, \mu_2(K) = \int_{-\infty}^{\infty} u^2 K(u) du, f^{2.0}(y \mid x) = \tilde{\alpha}^2 / \alpha f(y \mid x), \) and \( \alpha \) denotes an approximation by ignoring the higher terms \( O(h_0^2) \) for \( j \geq 2 \) if \( h_0 = o(h) \), where \( h \) is the smoothing bandwidth in the \( x \) direction (see (3)). We can see that \( Y_t^* (y) = K_{h_0}(y - Y_t) \) can be regarded as an initial estimate of \( f(y \mid x) \) smoothing in the \( y \) direction. Thus, the left hand side of (2) can be regrated as a nonparametric regression of the observed variable \( Y_t^* (y) \), versus \( X_t \) and the local linear (or polynomial) fitting scheme can be applied here. This leads to the locally weighted least squares regression problem:

\[
\sum_{i=1}^{n} |Y_i - \mu(x_i) - b(X_i - x)|^2 W_b(x_i - x).
\]

where \( W(\cdot) \) is a kernel function and bandwidth \( h = h(n) \to 0 \) satisfies \( h \to 0 \) and \( n \to \infty \) as \( n \to \infty \). Note that (3) involves two kernels \( K(\cdot) \) and \( W(\cdot) \). This is the reason for calling it “double kernel”.

Minimizing (3) with respect to \( a \) and \( b \), we obtain the locally weighted least squares estimator of \( f(y \mid x) \), which is \( \hat{a} \). From Fan and Gijbels (1996) or Fan et al. (1996), this estimator can be re-expressed as a linear estimator as

\[
\hat{f}_0(y \mid x) = \sum_{i=1}^{n} W_{it}(x, h) Y^*_i(y),
\]
where with $S_{ij}(x) = \sum_{i=1}^{n} W_i(x - X_i)(X_i - x)^j$, the weights $\{W_{ij}(x, h)\}$ are given by
\[
W_{ij}(x, h) = [S_{ij}(x) - (x - X_i)S_{i,j}(x)]W_0(x - X_i) \\
\quad \times \left[ S_{0,j}(x)S_{i,j}(x) - S_{0,j}^2(x) \right]^{-1}.
\]
Clearly, $\{W_{ij}(x, h)\}$ satisfy the so-called discrete moments conditions as follows:
\[
\sum_{i=1}^{n} W_{ij}(x, h)(X_i - x)^j = \delta_{0,j} \quad \text{if } j = 0 \\
\quad \text{otherwise} \quad (4)
\]
for $0 \leq j \leq 1$; see Equation 3.12 in Fan and Gijbels (1996, p. 63). Note that the estimator $\hat{f}(y | x)$ can range outside $[0, \infty)$. The double kernel local linear estimator of $F(y | x)$ is constructed by integrating $\hat{f}(y | x)$
\[
\hat{F}_n(y | x) = \int_0^y \hat{f}(y | x)dy = \sum_{i=1}^{n} W_{ic}(x, h)G_{0i}(y - Y_i),
\]
where $G(\cdot)$ is the distribution function of $K(\cdot)$ and $G_{0i}(u) = G(u/h_i)$. Clearly, $\hat{F}_n(y | x)$ is differentiable with respect to $y$ and satisfies $\hat{F}_n(-\infty | x) = 0$ and $\hat{F}_n(\infty | x) = 1$.

Although Yu and Jones (1998) showed that the double kernel local linear estimator $\hat{F}_n(y | x)$ has some attractive properties, it is not constrained to neither fall between zero and one, nor be monotonically increasing, which is not good for estimating CVA as the inversion method is used. In both respects, the INW method is superior, despite its rather large bias and boundary effects. Here we need to mention that the boundary effect might cause a problem for estimating $\nu_\delta(x)$ since it only concerns the tail probability. So, Hall et al. (1999) and Cai (2002) proposed the WNW estimator, which is designed to possess the superior properties of local linear method and to preserve the property that the NW estimator is always a distribution function. The WNW estimator of the conditional distribution $F(y | x)$ of $Y_i$ given $X_i = x$ is defined by
\[
\tilde{F}_n(y | x) = \sum_{i=1}^{n} W_{ic}(x, h)I(Y_i \leq y),
\]
where the weights $\{W_{ic}(x, h)\}$ are given by
\[
W_{ic}(x, h) = p_i(x)W_0(x - X_i) \left[ \sum_{i=1}^{n} p_i(x)W_0(x - X_i) \right]^{-1}.
\]
and $\{p_i(x)\}$ is chosen to be $p_i(x) = n^{-1}[1 + \lambda(X_i - x)W_0(x - X_i)^{-1}] \geq 0$. Here, $\lambda$ is a function of the data and $x$ and is uniquely defined by maximizing the logarithm of the empirical likelihood $L_n(\lambda) = -n \sum_{i=1}^{n} \log[1 + \lambda(X_i - x)W_0(x - X_i)]$ subject to the constraints $p_i(x) \geq 0, \sum_{i=1}^{n} p_i(x) = 1$, and the discrete moments conditions
\[
\sum_{i=1}^{n} W_{ic}(x, h)(X_i - x)^j = \delta_{0,j} \quad (7)
\]
for $0 \leq j \leq 1$. In implementation, Cai (2002) recommended using the Newton–Raphson scheme to find the root of equation $L_n'(\lambda) = 0$. It can be shown easily that $\tilde{F}_n(y | x)$ must lie between 0 and 1 and be monotonic in $y$ but not continuous (and of course, indifferentiable) in $y$.

To accommodate all of the above attractive properties of both estimators $\hat{F}(y | x)$ and $\tilde{F}_n(y | x)$ under a unified framework, we propose the following nonparametric estimators for conditional PDF $f(y | x)$ and its conditional CDF $F(y | x)$, termed as “weighted double kernel local linear estimation”,
\[
\tilde{F}_n(y | x) = \sum_{i=1}^{n} W_{ic}(x, h)Y_i^*(y),
\]
where $W_{ic}(x, h)$ is given in (6), and
\[
\tilde{F}_n(y | x) = \int_0^y \tilde{f}_n(y | x)dy = \sum_{i=1}^{n} W_{ic}(x, h)G_{0i}(y - Y_i). \quad (8)
\]
Note that if $p_i(x)$ in (6) is a constant for all $t$, or $\lambda = 0$, then $\tilde{f}_n(y | x)$ becomes the classical NW-type double kernel estimator used by Scaillet (2005). However, Scaillet (2005) adopted a single bandwidth for smoothing in both the $y$ and $x$ directions. Clearly, $\tilde{f}_n(y | x)$ is a PDF and $\tilde{F}_n(y | x)$ is a CDF and differentiable in $y$.

It is worth pointing out that the differentiability of the estimated CDF can make the asymptotic analysis much easier for the nonparametric estimators of CVaR and CES (see Section 3, and the proof of Theorem 4) and reduces the asymptotic variance (or asymptotic mean squared error (AMSE)) in a higher order sense (see Remark 3 and (15)); see Cai and Roussas (1998) and Chen and Tang (2005).

Finally, we now are ready to formulate our nonparametric estimators for $v_\delta(x)$ and $\mu_\delta(x)$. In view of (8), $\nu_{\delta}(x)$ is estimated by $\hat{\nu}_{\delta}(x) = \hat{S}_{\delta}^{-1}(p | x)$, where $\hat{S}_{\delta}(y | x) = 1 - \tilde{F}_n(y | x)$. Note that $\hat{\nu}_{\delta}(x)$ always exists, and is uniquely determined since $\hat{S}_{\delta}(p | x)$ is a survival function itself. Plugging $\hat{\nu}_{\delta}(x)$ and $\tilde{F}_n(y | x)$ into (1), we obtain the nonparametric estimation of $\mu_\delta(x)$,
\[
\hat{\mu}_{\delta}(x) = p^{-1} \sum_{i=1}^{n} W_{ic}(x, h)\left[ Y_i\tilde{G}_{0i}(\hat{\nu}_{\delta}(x) - Y_i) \\
\quad + h_iG_{1,0i}(\hat{\nu}_{\delta}(x) - Y_i) \right], \quad (9)
\]
where $\tilde{G}(u) = 1 - G(u), G_{1,0i}(u) = G_i(u/h_i)$, and $G_i(u) = \int_{u}^{\infty} u G(v) dv$.

3. Statistical properties

A time series model is often assumed to follow a certain linear time series model, such as an autoregressive and moving average process. Here we consider a more general structure—the $\alpha$-mixing process, which includes many linear and nonlinear time series models as special cases. The asymptotic results are derived under the $\alpha$-mixing assumption.

Next, we introduce some notations and list the regularity conditions for the asymptotic properties. Define $\alpha(K) = \int_{-\infty}^{\infty} uK(u)\hat{G}(u)du$ and $\mu_\delta(K) = \int_{-\infty}^{\infty} u\hat{W}(u)du$. Also, for any $f \geq 0$, $l_0(u | v) = E[Y_i 1(Y_i \geq u) | X_i = v] = \int_{u}^{\infty} yf(y | v)dy$, and $f_{l_0}(u | v) = \frac{\partial}{\partial v}l_0(u | v)$. Clearly, $h_0(u | v) = S(u | v)$ and $l_1(v \nu(\nu) | x) = p_\mu(\nu(\nu))$. Finally, $l_0^0(u | v) = -uf(u | v)$ and $l_0^0(u | v) = -uf(u | v)$. The marginal PDF of $X_i, g(x) > 0$, is continuous at $x$. $f(y | x)$ has a continuous second order derivative with respect to both $x$ and $y$.

A2. Both kernels $K(\cdot)$ and $W(\cdot)$ are symmetric, binned, and compactly supported density.
A3. $h \to 0$ and $n h \to \infty$, and $h_0 \to 0$ and $n h_0 \to \infty$, as $n \to \infty$.
A4. Let $g_{1,1}(\cdot, \cdot)$ be the joint density of $X_i$ and $X_t$ for $t \geq 2$. Assume that $|g_{1,1}(x_1, x_2) - g_{1,1}(x_1)g(x_2)| \leq M < \infty$ for all $x_1$ and $x_2$.
A5. The process $(X_i, Y_i)$ is a stationary $\alpha$-mixing with the mixing satisfying $\alpha(\tau) = O(\tau^{-2+\delta_1})$ for some $\delta_1 > 0$.
A6. $n^{h_{1/2+\delta_1}} \to \infty$, where $\delta_1$ is given in Assumption A5.

A7. \( h_0 = o(h) \).

**Assumption B.** B1. Assume that \( E(\{|Y_i|^2 | X_0 = x\}) \leq M_3 < \infty \) for some \( \delta_2 > 2 \) in a neighborhood of \( x \).

B2. Assume that \( |g_{i,t}(y_1, y_t | x_1, x_t)| \leq M_1 < \infty \) for all \( t \geq 2 \), where \( g_{i,t}(y_1, y_t | x_1, x_t) \) be the conditional PDF of \( Y_1 \) and \( Y_t \) given \( X_1 = x_1 \) and \( X_t = x_t \).

B3. Assume that the mixing coefficient of the \( \alpha \)-mixing process \( \{X_t, Y_t\}_{t=1}^{\infty} \) satisfies \( \sum_{t=1}^{\infty} \alpha^{t+2/\delta_2}(t) < \infty \) for some \( \alpha > 1 - 2/\delta_2 \), where \( \delta_2 \) is given in Assumption B1.

B4. Assume that there exists a sequence of integers \( s_n > 0 \) such that \( s_n \to \infty \), \( s_n = o((nh)^{1/4}) \), and \( (nh)^{1/2}\alpha(s_n) \to 0 \) as \( n \to \infty \).

B5. There exists \( \delta_3 > \delta_2 \) such that \( E(\{|Y_i|^{\delta_3} | X_t = x\}) \leq M_4 < \infty \) in a neighborhood of \( x, \alpha(t) = O(t^{-\delta_1}) \), where \( \delta_1 > 1/2, \delta_2 \) we do not concern ourselves with such refinements. Indeed, Assumptions A1–A6 are also required in Cai (2002).

Assumption A7 means that when the initial step bandwidth is chosen as small as possible, the bias from the initial step can be ignored. Since the common technique – truncation approach – for time series data is not applicable to our setting (see, e.g. Fan and Gijbels (1996)), the purpose of Assumption B5 is to use the moment inequality. If \( \alpha() \) decays geometrically, then Assumptions B4 and B5 are satisfied automatically. Note that Assumptions B3, B4 and B5 are stronger than Assumptions A5 and A6. This is not surprising, because as higher moments are involved, a faster decaying rate of \( \alpha() \) is required. Finally, Assumptions B1–B5 are also imposed in Cai (2001).

First, we embrace the investigation of the asymptotic behaviors of \( \hat{f}_h(y \ | x) \), including the asymptotic normality stated in the following theorem.

**Theorem 1.** Under Assumptions A1–A6 with \( h \) in A3 and A6 replaced by \( h_0h \), we have

\[
\sqrt{nh} \left[ \hat{f}_h(y \ | x) - f(y \ | x) - B_1(y \ | x) \right] \to N(0, \sigma^2_{f}(y \ | x)),
\]

where the asymptotic bias is

\[
B_1(y \ | x) = h^2 \mu_2(W)f^{0,2}(y \ | x)/2 + h^2 \mu_2(K)f^{1,0}(y \ | x)/2,
\]

and the asymptotic variance is

\[
\sigma^2_{f}(y \ | x) = \mu_4(K^2)\mu_0(W^2)f(y \ | x)/g(x).
\]

**Remark 2.** The asymptotic results for \( \hat{f}_h(y \ | x) \) in Theorem 1 are similar to those for \( f_0(y \ | x) \) in Fan et al. (1996) for \( \rho \)-mixing sequence, which is stronger than \( \alpha \)-mixing, but as mentioned earlier, \( f_0(y \ | x) \) is not always a PDF. The asymptotic bias and variance are intuitively expected. The bias comes from the approximations in both the \( x \) and \( y \) directions, and the variance is from the local conditional variance of the density \( f(y \ | x) \).

Next, we study the asymptotic behaviors for \( \hat{S}_h(y \ | x) \) at both interior and boundary points.

**Theorem 2.** Under Assumptions A1–A6, we have

\[
\sqrt{nh} \left[ \hat{S}_h(y \ | x) - S(y \ | x) - B_2(y \ | x) \right] \to N(0, \sigma^2_{S}(y \ | x)),
\]

where the asymptotic bias is

\[
B_2(y \ | x) = h^2 \mu_2(W)S^{0,2}(y \ | x)/2 - h^2 \mu_2(K)f^{1,0}(y \ | x)/2,
\]

and the asymptotic variance is

\[
\sigma^2_{S}(y \ | x) = \mu_2(W^2)S(y \ | x)[1 - S(y \ | x)]g(x). In particular, if Assumption A7 holds true, then,

\[
\sqrt{nh} \left[ \hat{S}_h(y \ | x) - S(y \ | x) - \frac{h^2}{2} \mu_2(W)S^{0,2}(y \ | x) \right] \to N(0, \sigma^2_{S}(y \ | x)).
\]

**Remark 3.** Note that the asymptotic results for \( \hat{S}_h(y \ | x) \) in Theorem 2 are analogous to those for \( \hat{S}_h(y \ | x) = 1 - F_0(y \ | x) \) in Yu and Jones (1998) for iid data, but \( F_0(y \ | x) \) is not always a distribution function. A comparison of \( B_1(y \ | x) \) with the asymptotic bias for WNW estimator \( \hat{S}_h(y \ | x) \) reveals an extra term \( h^2 \mu_2^{1,0}(y \ | x)\mu_2(K)/2 \) in \( B_1(y \ | x) \) due to the vertical smoothing in the \( y \) direction. Also, there is an extra term in the asymptotic variance (see (15)). These extra terms carried over from the initial estimate can be ignored if Assumption A7 is satisfied. Clearly, the second term on the right hand in (15) can be negative (say, \( \alpha(K) = -9/70 \) for \( K(\cdot) = 0.75(1 - \cdot^2)_+ \)), so that the asymptotic variance (or AMSE) can be reduced in a higher order sense due to smoothing in the \( y \) direction; see Cai and Roussas (1998) and Chen and Tang (2005).

**Remark 4.** From Theorem 2, the asymptotic mean squared error of \( \hat{S}_h(y \ | x) \) is \( \text{AMSE} = O(h^4 + 1/nh) \) if \( h_0 = o(h) \). By minimizing AMSE derived from Theorem 2, and taking \( h_0 = o(h) \), we obtain the optimal bandwidth given by \( h_{opt}(y \ | x) = O(n^{-1/5}) \). Therefore, the optimal rate of the AMSE of \( \hat{S}_h(y \ | x) \) is \( n^{-4/5} \).

Now we establish the asymptotic properties for \( \hat{S}_h(y \ | x) \) at boundary points. Following Fan and Gijbels (1996), we take \( W(\cdot) \) to have support \([-1, 1] \) and \( g(\cdot) \) to have support \([0, 1] \). Without loss of generality, we consider the left boundary point \( x = ch \), \( 0 < c < 1 \). Then, under Assumptions A1–A7, we can show that

\[
\sqrt{nh} \left[ \hat{S}_h(y \ | ch) - \hat{S}_h(y \ | x) \right] \to N(0, \sigma^2_{S}(y \ | x)),
\]

where the asymptotic bias is \( B_3(y \ | x) = h^2 \beta_1(c)S^{0,2}(y \ | 0+) / \sqrt{2\beta_2(c)} \), the asymptotic variance is \( \sigma^2_{S}(y \ | x) = \beta_2(0)S(y \ | 0+) / \sqrt{2\beta_2(c)} \), \( \beta_2(c) = \int_{-1}^{c} \frac{\partial^2}{\partial x^2} (uW(u)) \, du \), \( \beta_1(c) = \int_{-1}^{c} \frac{\partial}{\partial x} (uW(u)) \, du \) for \( 1 \leq j \leq 2 \), and \( \lambda_0 \) is the root of equation \( L_0(\lambda) = 0 \) with \( L_0(\lambda) = \int_{-1}^{c} \frac{\partial^2}{\partial x^2} (uW(u)) \, du \). The proof of (10) is similar to that for Theorem 2 in Cai (2002) and thus omitted. Theorem 2 and (10) reflect that the advantages of the WKDLL estimator are the same as those for standard local linear estimator.

By the differentiability of \( \hat{S}_h(\hat{\nu}_p(x) \ | x) \), we use the Taylor expansion, and ignore the higher terms to obtain

\[
\hat{S}_h(\hat{\nu}_p(x) \ | x) = p \approx \hat{S}_h(\nu_p(x) \ | x) - \hat{f}_h(\nu_p(x) \ | x)(\hat{\nu}_p(x) - \nu_p(x)).
\]

Then, by Theorem 1,

\[
\hat{\nu}_p(x) - \nu_p(x) \approx \hat{S}_h(\nu_p(x) \ | x) - \frac{p}{\hat{f}_h(\nu_p(x) \ | x)} \approx \hat{S}_h(\nu_p(x) \ | x) - \frac{p}{\hat{f}_h(x) \ | x)}.
\]

As an application of Theorem 2, we can establish the following theorem for the asymptotic normality of \( \nu_p(x) \), but the proof is omitted, since it is similar to that for Theorem 2.

**Theorem 3.** Under Assumptions A1–A6, we have

\[
\sqrt{nh} \left[ \hat{\nu}_p(x) - \nu_p(x) - B_3(x) \right] \to N(0, \sigma^2_{\nu}(x)),
\]
Remark 5. First, we have $\hat{\gamma}_p(x) - \gamma(x) = \Omega_p \left( h^2 + h_0^2 + (nh)^{-1/2} \right)$ as a consequence of Theorem 3, so that $\hat{\gamma}_p(x)$ is a consistent estimator of $\gamma(x)$ with a convergence rate $\sqrt{nh}$. Also, note that the asymptotic results for $\hat{\gamma}_p(x)$ in Theorem 3 are akin to those for $\hat{\gamma}_{y,p}(x)$ in Yu and Jiao (1998) for iid data. But in the bias term of Theorem 3, the quantity $S_{0.2}^0(\gamma(x) | x) / f(\gamma(x) | x)$ replaces $S_{0.2}^p(\gamma(x))$, which is in the bias term of the "check" function type local linear estimator in Yu and Jiao (1998) for iid data and Cai and Xu (2008) for time series. This is not surprising, since the bias comes only from the approximation. The former utilizes the approximation of conditional distribution function, but the latter uses the approximation of conditional VaR function.

Remark 6. Theorem 3 implies that the AMSE of $\hat{\gamma}_p(x)$ is given by AMSE $= O(h^4 + 1/nh)$ if $h_0 = o(h)$ and its optimal rate is $n^{-4/5}$ for the optimal bandwidth $h_{opt}(x) = O(n^{-1/5})$. Theorems 2 and 3 conclude that $S_y(x | y)$ and $\hat{\gamma}_p(x)$ are insensitive to the choice of $h_0$, if $h_0 = o(h)$. This makes the search of bandwidths much easier in practice. Also, by comparing $h_{opt}(x)$ with $h_{opt}(\cdot | x)$, it turns out that $h_{opt}(x)$ is $h_{opt}(\cdot | x)$ evaluated at $y = \gamma(x)$. Therefore, the best choice of the bandwidth for estimating $S(y | x)$ can be used for estimating $\gamma(x)$.

Remark 7. Similar to (10), one can establish the asymptotic result at boundaries for $\hat{\gamma}_p(x)$ as follows. Under Assumption A7,

$$\sqrt{nh} \left[ \hat{\gamma}_p(x) - \gamma(x) - B_{\mu, c} \right] \rightarrow N \left( 0, \sigma_{\mu, c}^2 \right),$$

where the asymptotic bias is $B_{\mu, c} = \hat{h}^2 \beta_2(c) S_{0.2}^0(\gamma(x) | 0+) / \{2 \beta_1(c) \} (1/p - 1/\gamma(x) + 0.1) / \sigma_{\mu, c}^2$ and the asymptotic variance is $\sigma_{\mu, c}^2 = \hat{h}^2 \sigma_2^2(\gamma(x) | 0+) / \sigma_1^2$. Clearly, $\hat{\gamma}_p(x)$ inherits all good properties from the estimator $\hat{\gamma}_p(y | x)$.

Now, we embark on examining the asymptotic behavior for $\hat{\beta}_p(x)$ at both interior and boundary points. First, we establish the asymptotic normality for $\hat{\beta}_p(x)$ when $x$ is an interior point.

Theorem 4. Under Assumption A1–A4 and B2–B5, we have

$$\sqrt{nh} \left[ \hat{\beta}_p(x) - \beta(x) - B_{\beta, c} \right] \rightarrow N \left( 0, \sigma_{\beta, c}^2 \right),$$

where $B_{\beta, c}(x) = B_{\beta, 0}(x) + h_0^2 \mu_2(K)p^{-1} f(\gamma(x) | x) / 2$ with $B_{\beta, 0}(x) = \mu_2(W) \hat{B}_0(x)$ and $B_0(x) = \hat{h}^2 \{ \hat{\gamma}_p(x) - \gamma(x) \} S_{0.2}^0(x) / \{ 1/p - 1/\gamma(x) + 0.1 \}$. In particular, if Assumption A7 holds true, then,

$$\sqrt{nh} \left[ \hat{\beta}_p(x) - \beta(x) - B_{\beta, 0} \right] \rightarrow N \left( 0, \sigma_{\beta, 0}^2 \right).$$

Remark 8. Consequently, Theorem 4 concludes that $\hat{\beta}_p(x) - \beta(x) = \Omega_p \left( h^2 + h_0^2 + (nh)^{-1/2} \right)$, so that $\hat{\beta}_p(x)$ is a consistent estimator of $\beta(x)$ with a convergence rate $\sqrt{nh}$. Further, note that Scaillet (2005) did not provide an expression for the asymptotic bias term such as $B_{\beta, 0}(x)$ in the first result, or $B_{\beta, 0}(x)$ in the second conclusion in Theorem 4. Clearly, the second term in the asymptotic bias expression is carried over from the $y$ direction smoothing at the initial step and is negligible if Assumption A7 is satisfied. Clearly, Assumption A7 implies that $B_p(x)$ becomes $B_{\beta, 0}(x)$.

Remark 9. Similar to Remark 6, we can derive the AMSE of $\hat{\beta}_p(x)$ and the optimal bandwidth from Theorem 4. As expected, the optimal rate of the AMSE of $\hat{\beta}_p(x)$ is $n^{-4/5}$.

Finally, we offer the asymptotic results for $\hat{\beta}_p(x)$ at the left boundary point $x = \hat{h}$. Under Assumption A7,

$$\sqrt{nh} \left[ \hat{\beta}_p(\hat{h}) - \beta_p(\hat{h}) - B_{\beta, c} \right] \rightarrow N \left( 0, \sigma_{\beta, c}^2 \right),$$

where $B_{\beta, c}(x) = \beta_2(c) \hat{B}_0(\hat{h}^2 + \hat{h}^2) / \{ 2 \beta_1(c) \} (1/p - 1/\gamma(x) + 0.1) / \sigma_{\beta, c}^2$. The proof of the above result can be carried out by using the second assertion in Lemma 1, and following the proof of Theorem 4, and it is thus omitted. Next, we consider the comparison of the performance of the WDKL estimator $\hat{\beta}_p(x)$ with the NW type kernel estimator as in Scaillet (2005). To this effect, it is not very difficult to derive the asymptotic results for the NW type kernel estimator, but the proof is omitted. See Scaillet (2005) for the results at the interior point. Under some regularity conditions, it can be shown tediously that the asymptotic bias term for the NW type kernel estimator is of the order $h$, by comparing to the order $h^2$ for the WDKL estimator (see $B_{\beta, c}$) at the left boundary $x = \hat{h}$. This shows that the WDKL estimate does not suffer from boundary effects, but the NW type kernel estimator does. This is another advantage of using the WDKL estimator rather than the WW type kernel estimator.

4. Empirical applications

To illustrate the proposed methods, we consider a simulated example and a real data example on a stock index return. Throughout this section, the Epanechnikov kernel $K(u) = 0.75(1 - u^2)_+$ is used, and the bandwidth selector described next is used.

4.1. Bandwidth selection

With the basic model at hand, one must address the important bandwidth selection issue, as the quality of the curve estimates depends sensitively on the choice of the bandwidth. For practitioners, it is desirable to have an easily implemented data-driven rule. However, almost nothing has been done so far about this problem in the context of estimating $\gamma_p(x)$ and $\beta_p(x)$, although there are some results available in the literature in other contexts for some specific purposes.

As indicated earlier, the choice of the initial bandwidth $h_0$ is insensitive to the final estimation, but it needs to be specified. First, we use a very simple idea to choose $h_0$. As mentioned previously, the WNW method involves only one bandwidth in estimating the conditional distribution and VaR. Because the WNW estimate is a linear smoother (see (5)), we recommend using the optimal bandwidth selector, the so-called nonparametric AIC proposed by Cai and Tiwari (2000), to select the bandwidth, called $\hat{h}$. Then we take $0.1 \times \hat{h}$ or smaller as the initial bandwidth $h_0$. For given $h_0$, we can select $h$ as follows. According to (8), $F(\cdot | \cdot)$ is a linear estimator, so that the nonparametric AIC selector can be applied here to the selection of the optimal bandwidth for $\hat{F}(\cdot | \cdot)$, denoted by $h_F$. As mentioned at the end of Remark 6, the bandwidth for $\hat{\gamma}_p(x)$ is the same as that for $\hat{F}(\cdot | \cdot)$, so that it is simple to take $h_h$ as $h_F$. From (9), $\hat{\beta}_p(x)$ also is a linear estimator for given $\hat{\gamma}_p(x)$. Therefore, by the same token, the nonparametric AIC selector is applied to selecting $h_\beta$ for $\hat{\beta}_p(x)$. This simple approach is used in our implementation in the next sections.
4.2. A simulated example

In the simulated example, we demonstrate the finite sample performance of the estimators in terms of the mean absolute deviation error (MADE). For example, the MADE for $\hat{\mu}_p(x)$ is defined as $\delta_{n,p} = \frac{1}{m} \sum_{k=1}^{m} |\hat{\mu}_p(x_k) - \mu_p(x_k)|$, where $x_k^{(m)}$ are the pre-determined regular grid points. Similarly, we can define the MADE for $\hat{\epsilon}_p(x)$, denoted by $\delta_{n,p}$.

Example 1. In this simulated example, we consider the following two models.

\textbf{Model:} ARCH(1) model with $X_t = Y_{t-1}$

\[ Y_t = 0.01 + 0.62X_t + \sigma_t \epsilon_t, \quad \sigma_t^2 = 0.15 + 0.65\sigma_{t-1}^2, \]
\[ \epsilon_t \sim N(0, 1). \]

\textbf{Model:} Multivariate model with $X_t$ including two lagged variables $X_{t-1}$ and $X_{t-2}$

\[ Y_t = m(X_t) + \sigma(X_t) \epsilon_t, \]

where $m(x) = 0.63x_1 - 0.47x_2$, $\sigma^2(x) = 0.5 + 0.23x_1^2 + 0.3x_2^2$, and $\epsilon_t \sim N(0, 1)$. For Model I, we consider three sample sizes: $n = 250$, 500, and 1000 and the experiment is repeated 500 times for each sample size. The MADEs are computed for each sample size and each replication. Due to limited space, we present only the boxplots of the 500 MADEs for the CVaR estimates in Fig. 1(a) and the CES estimates in Fig. 1(b). It is visually verified from Fig. 1(a) and (b) that both WDKLL and NW estimations become stable as the sample size increases. Furthermore, it is obvious that the MADEs for the WDKLL estimator are smaller than those for the NW estimator, and therefore it indicates that our WDKLL estimator has smaller bias than that for the NW estimator. Overall, the performance of the WDKLL estimator should be better than that of the NW estimator.

For Model II, three sample sizes: $n = 200$, 400, and 600, are considered. For each sample size, we replicate the design 500 times. Here, we only present the boxplots of the 500 MADEs for the CVaR and CES estimates in Fig. 2. Fig. 2(a) displays the boxplots of the 500 $\delta_{n,p}$-values for the WDKLL and NW estimates of CVaR, while the boxplots of the 500 $\delta_{n,p}$-values for the WDKLL and NW estimates of CES are given in Fig. 2(b). From Fig. 2(a) and (b), we can observe that the estimations become stable as the sample size increases for both the WDKLL and NW estimators. This is in line with our asymptotic theory that the proposed estimators are consistent. Moreover, the WDKLL estimator has smaller bias than that for the NW estimator.

4.3. A Real Example

Example 2. Now we illustrate our proposed methodology, by considering a real data set on Dow Jones Industrials (DJI) index returns. We take a sample of 1801 daily prices from DJI index, from November 3, 1998 to January 3, 2006, and compute the daily returns as 100 times the difference of the log of prices. Let $Y_t$ be the daily negative log return (log loss) of DJI index and $X_t$ be the first lagged variable of $Y_t$. The estimators proposed in this paper are used to estimate the 5% CVaR and CES functions. The estimation results are shown in Fig. 3 for the 5% CVaR estimate given in Fig. 3(a) and the 5% CES estimate given in Fig. 3(b). Both the CVaR and CES estimates exhibit a U-shape, which corresponds to the so-called “volatility smile”. Therefore, the risk tends to be lower when the lagged log loss of DJI is close to the empirical average, and larger otherwise. We can also observe the curves are asymmetric. This may indicate that the DJI index is more likely to fall if there were a loss within the last day than if there was a same amount of positive return.
As mentioned in Section 1, we may gain some insight for parametric fittings based on nonparametric modeling. To build a link between the parametric model and the nonparametric models, we follow the conditional autoregressive value at risk (CAViaR) estimator proposed by Engle and Manganelli (2004) and estimate the CVaR using the following four parametric CAViaR specifications.

A. Symmetric absolute value (SAV): $f_t(\beta) = \beta_1 + \beta_2 f_{t-1}(\beta) + \beta_3 |y_{t-1}|$, 

B. Asymmetric slope (AS): $f_t(\beta) = \beta_1 + \beta_2 f_{t-1}(\beta) + \beta_3 (y_{t-1})^+ + \beta_4 (y_{t-1})^-$, 

C. Indirect GARCH(1,1) (GARCH): $f_t(\beta) = (\beta_1 + \beta_2 f_{t-1}^2(\beta) + \beta_3 y_{t-1}^2)^{1/2}$, 

D. Adaptive: $f_t(\beta) = \beta f_{t-1}^2(\beta) + \beta [(1 + \exp(G[y_{t-1} - v_{t-1}(\beta)])^{-1} - p)$, 

where $f_t(\beta) \equiv f_t(x_{t-1}, \beta_p)$ denotes the $p$-quantile of returns at time $t$, $G$ is some positive finite number, and $p$ is the risk level. Fig. 4 displays 5% news impact curve for CVaR, where the news impact curve shows how VaR changes as available information set $X$ (past return) varies, i.e. the curve of $v_p(x)$. We also perform the dynamic quantile (DQ) test proposed by Engle and Manganelli (2004), a specification test for the particular CAViaR process and can be useful for model selection; see Engle and Manganelli (2004) for detailed description.

Based on the results of the DQ tests, all four specifications cannot be rejected by both in-sample and out-of-sample DQ tests. This suggests that all four specifications are appropriate for 5%
CVaR estimation of the DJI index based on the DQ tests. Results of the DQ tests are not reported here due to the space limitation. Fig. 5 presents the 5% CVaR estimators for the DJI index under the four parametric settings. It is obvious that it is a very hard task in choosing an appropriate setting, since there is little difference among the four specifications. But, by comparing Figs. 3 and 4, one can observe that our WDKL estimators for CVaR have the similar pattern to the CAViaR estimator in Fig. 4(b), which suggests that positive and negative returns have an asymmetric impact on VaR. Therefore, the asymmetric slope model may be an appropriate specification for the estimation of CVaR for this data set.

5. Proofs of Theorems

In this section, we present only the brief proofs of Theorem 1–Theorem 4; see Cai and Wang (2006) for details. First, we list two lemmas. The proof of Lemma 1 can be found in Cai (2002) and the proof of Lemma 2 is relegated to the Appendix.

Lemma 1. Under Assumptions A1–A5, we have
\[ \lambda = -h\lambda_0[1 + o_p(1)] \quad \text{and} \quad p_t(x) = n^{-1}b_t(x)[1 + o_p(1)], \]
where \( \lambda_0 = \mu_2(W)g(x)/[2\mu_2(W^2)g(x)] \) and \( b_t(x) = [1 - h\lambda_0(X_t - x)K_0(x - X_t)]^{-1} \). Further, we have \( p_t(ch) = n^{-1}b(ch)[1 + o_p(1)] \), where \( b(ch) = [1 + \lambda_0(X_t - x)K_0(x - X_t)]^{-1} \).

Lemma 2. Under Assumptions A1–A5, we have, for any \( j \geq 0 \),
\[ j_n = n^{-1} \sum_{i=1}^{n} c_i(x)(X_t - x)^j = g(x)\mu_j(W) + o_p(h^2), \]
where \( c_i(x) = b_i(x)W_0(x - X_t) \).

Before we start providing the main steps for proofs of the theorems. First, it follows from Lemmas 1 and 2 that
\[ W_{c.t}(x, h) \approx \frac{b_t(x)W_0(x - X_t)}{\sum_{i=1}^{n} b_i(x)W_0(x - X_t)} \approx n^{-1}g^{-1}(x)b_t(x)W_0(x - X_t) \]
\[ = c_t(x)\frac{g}{n g(x)}. \] (12)

Now we embark on the proofs of the theorems.

Proof of Theorem 1. By (7), we decompose \( \hat{f}_t(y | x) - f(y | x) \) into three parts as follows
\[ \hat{f}_t(y | x) - f(y | x) = I_1 + I_2 + I_3, \] (13)
where \( I_1 = \sum_{i=1}^{n} \epsilon_{i.t}W_{c.t}(x, h) \) with \( \epsilon_{i.t} = Y_i^*(y) - E(Y_i^*(y) | X_t) \).
\[ I_2 = \sum_{i=1}^{n} [E(Y_i^*(y) | X_t) - f(y | X_t)]W_{c.t}(x, h) \] and
\[ I_3 = \sum_{i=1}^{n} [f(y | X_t) - f(y | x)]W_{c.t}(x, h). \]

An application of the Taylor expansion, (7) and (12), and Lemmas 1 and 2 gives
\[ I_3 = \sum_{i=1}^{n} \frac{1}{2} f^{0.2}(y | x)W_{c.t}(x, h)(X_t - x)^2 + o_p(h^2) \]
\[ = \frac{h^2}{2} \mu_2(W)f^{0.2}(y | x) + o_p(h^2). \]
By (2) and following the same steps as in the proof of Lemma 2, we have
\[ I_2 = \frac{h_0^2 \mu_2(K)}{2g(x)} n^{-1} \sum_{i=1}^{n} f^{2.0}(y \mid X_i) c_i(x) + o_p(h_0^2 + h^2) \]
\[ = \frac{h_0^2}{2} \mu_2(K) f^{2.0}(y \mid x) + o_p(h_0^2 + h^2). \]
Thus, (13) becomes
\[ \sqrt{n} h_0 I_2 \left[ f(y \mid x) - f(y \mid x) - B_5(y \mid x) + o_p(h^2 + h_0^2) \right] = \sqrt{n} h_0 I_1 \]
\[ = g^{-1}(x) I_0(1 + o_p(1)) \rightarrow N \left( 0, \sigma^2_f(y \mid x) \right), \]
where \( I_4 = \sqrt{n} h_0^2 \sum_{i=1}^{n} \epsilon_{i,2} c_i(x) \). This, together with Lemma 3 in the Appendix, therefore, proves the theorem. \( \square \)

**Proof of Theorem 2.** Similar to (13), we have
\[ \tilde{S}_0(x) - S(y \mid x) \equiv I_3 + I_4 + I_5, \]
where with \( e_{i,2} = \hat{G}_{0h}(y - Y_i) - E(\hat{G}_{0h}(y - Y_i) \mid X_i) \), \( I_5 = \sum_{i=1}^{n} \epsilon_{i,2} W_{c,t}(x, h) \),
\[ I_6 = \sum_{i=1}^{n} \left[ E(\hat{G}_{0h}(y - Y_i) \mid X_i) - S(y \mid X_i) \right] W_{c,t}(x, h) \]
and
\[ I_7 = \sum_{i=1}^{n} \left[ S(y \mid X_i) - S(y \mid x) \right] W_{c,t}(x, h). \]

Similar to the analysis of \( I_2 \), by the Taylor expansion, (7), and Lemmas 1 and 2, we have
\[ I_3 = \sum_{i=1}^{n} \frac{1}{2} S^{0.2}(y \mid x) W_{c,t}(x, h)(X_i - x)^2 + o_p(h^2) \]
\[ = \frac{h_0^2}{2} \mu_2(W) S^{0.2}(y \mid x) + o_p(h^2). \]
Since \( E(\hat{G}_{0h}(y - Y_i) \mid X_i = x) = S(y \mid x) - \frac{h_0^2}{2} \mu_2(K)f^{1.0}(y \mid x) + o(h_0^2) \), and following the same arguments as in the proof of Lemma 2, we have
\[ I_6 = -\frac{h_0^2 \mu_2(K)}{2g(x)} n^{-1} \sum_{i=1}^{n} f^{1.0}(y \mid X_i) c_i(x) + o_p(h_0^2 + h^2) \]
\[ = -\frac{h_0^2}{2} \mu_2(K) f^{1.0}(y \mid x) + o_p(h_0^2 + h^2). \]

Therefore, by (14),
\[ \sqrt{n} h_0 \tilde{S}_0(x) - S(y \mid x) - B_5(y \mid x) + o_p(h^2 + h_0^2) = \sqrt{n} h_0 I_2. \]

Clearly, to accomplish the proof of theorem, it suffices to establish the asymptotic normality of \( \sqrt{n} h_0 I_2. \) To this end, first, we compute Var\( (\epsilon_{i,2} \mid X_i = x) \). Note that \( E(\hat{G}_{0h}(y - Y_i) \mid X_i = x) = S(y \mid x) + 2h_0 \sigma_h(x) f(y \mid x) + O(h^2), \) which implies that
\[ Var(\epsilon_{i,2} \mid X_i = x) = \left[ S(y \mid x) \right][1 - S(y \mid x)] + 2h_0 \sigma_h(x) f(y \mid x) + o(h^2). \]

This, together with the fact that
\[ Var(\epsilon_{i,2} c_i(x)) = E \left[ \epsilon_{i,2}^2(x) \right] E \left[ \epsilon_{i,2}^2 \right] \]
leads to
\[ h \text{Var}(\epsilon_{i,2} c_i(x)) = \mu_0(W) g(x) \left[ S(y \mid x) \right] [1 - S(y \mid x)] 
+ 2h_0 \sigma_h(x) f(y \mid x) + o(h_0^2). \]

Now, since \( |\epsilon_{i,2}| \leq 1 \), by following the same arguments as those used in the proofs of Lemmas 2 and 3 in the Appendix (or Lemma 1 and Theorem 1 in Cai (2002)), we can show, although tediously, that
\[ \text{Var}(I_3) = \sigma^2_f(y \mid x) + 2\mu_0(W) h_0 \sigma_h(K) f(y \mid x) g(x) + o(h_0), \]
where
\[ I_5 = \sqrt{n} h_0 \sum_{i=1}^{n} \epsilon_{i,2} c_i(x), \]
and \( \sqrt{n} h_0 I_5 = g^{-1}(x) I_0(1 + o_p(1)) \rightarrow N \left( 0, \sigma^2_f(y \mid x) \right) \). This completes the proof of Theorem 2. \( \square \)

**Proof of Theorem 4.** Similar to (11), we use the Taylor expansion, and ignore the higher terms to obtain
\[ \int_{y(X_i)} \frac{yK_{0h}(y - Y_i)}{dy} \]
\[ \approx \int_{y(X_i)} yK_{0h}(y - Y_i)dy - y_0(y)K_{0h}(y_0(y) - Y_i) \left[ \frac{\partial y}{\partial y_0} \right] 
- y_0(y)K_{0h}(y_0(y) - Y_i) \left[ \frac{\partial y_0}{\partial y} \right] \]
\[ + h_0 g_{0h}(y_0(y) - Y_i). \]

Plugging the above into (9) leads to
\[ p\hat{\mu}_p(x) \approx \hat{\mu}_p(x) + I_6, \]
where \( \hat{\mu}_p(x) = \sum_{i=1}^{n} W_{c,t}(x, h)Y_i \hat{G}_{0h}(y_0(y) - Y_i) - y_0(y) \left[ \frac{\partial y}{\partial y_0} \right] \]
\[ = \hat{G}_{0h}(y_0(y) - Y_i) - v_p(y) \left[ \frac{\partial y_0}{\partial y} \right] \]
\[ + h_0 g_{0h}(y_0(y) - Y_i). \]

Therefore, by (16),
\[ \sqrt{n} h_0 \tilde{S}_0(x) - S(y \mid x) - B_5(y \mid x) + o_p(h^2 + h_0^2) = \sqrt{n} h_0 I_4. \]

Clearly, to establish the asymptotic normality of \( \sqrt{n} h_0 I_4 \), we need to verify that \( A(y_0(y) \mid y) \) is close to \( A(y \mid y) \). Indeed, we will show that asymptotic normality of \( \mu_p(x) \) comes from both \( \hat{\mu}_p(x) \) and \( I_6 \) and the asymptotic variance for \( \hat{\mu}_p(x) \) is only from \( \hat{\mu}_p(x) \). First, we consider \( \hat{\mu}_p(x) \). Now, it is easy to see by the Taylor expansion that
\[ E(y_0(y_0(y) - Y_i) \mid X_i = x) \]
\[ = \int_{y(X_i)} K(u) du \int_{v(X_i)} yf(y \mid v)dy \]
\[ = l_1(y_0(y) \mid v) - \frac{h^2_0}{2} \mu_2(K) \left[ f(y_0(y) \mid v) \right] 
+ f(y_0(y) \mid v) + o(h_0^2). \]

which leads to
\[ \tilde{y}(v) = E(\tilde{y}(y) \mid X_i = x) \]
\[ = A(y_0(y) \mid v) - \frac{h^2_0}{2} \mu_2(K) f(y_0(y) \mid v) + o(h_0^2). \]

where \( A(y_0(y) \mid v) = l_1(y_0(y) \mid v) - v_p(y_0(y) \mid v) \). It is easy to verify that \( A(y_0(y) \mid v) = E(y_0(y) \mid y) \). Therefore, by (17), the Taylor expansion, and (7),
\[ \hat{\mu}_p(x) = \sum_{i=1}^{n} W_{c,t}(x, h) \tilde{y}(X_i), \]
\[ = \tilde{y}(x) + \frac{1}{2} \tilde{y}''(x) \sum_{i=1}^{n} W_{c,t}(x, h)(X_i - x)^2 + o_p(h^2). \]
Further, by Lemmas 1 and 2,
\[
\tilde{\mu}_{p, 3}(x) = p\mu_p(x) + \frac{h^2}{2} \mu_2(W)A^{h, 2}(\nu_p(x) | x) - h_0^2 \mu_2(K)f(\nu_p(x) | x) + o_p(h_0^2).
\]
This, in conjunction with Lemma 4 in the Appendix, concludes that
\[
\tilde{\mu}_{p, 3}(x) + I_3 = p[\tilde{\mu}_p(x) + B_0(x)] + o_p(h^2 + h_0^2),
\]
which, together with (16), implies that
\[
\tilde{\mu}_{p, 1}(x) - p[\tilde{\mu}_p(x) + B_0(x)] = \mu_{p, 2}(x) + o_p(h^2 + h_0^2)
\]
and
\[
\tilde{\mu}_{p, 3}(x) - p[\tilde{\mu}_p(x) + B_0(x)] = p^{-1}\mu_{p, 2}(x) + o_p(h^2 + h_0^2).
\]
Finally, by Lemma 5 in the Appendix, we have
\[
\sqrt{n\bar{h}} \left[ \tilde{\mu}_p(x) - \mu_p(x) - B_0(x) + o_p(h^2 + h_0^2) \right] = \frac{1}{p\bar{g}(x)}(I_0(1 + o_p(1))) \to N(0, \sigma_p^2(X))
\]
where \(I_0 = \sqrt{n\bar{h}}\sum_{t=1}^{n} \xi_{i, 3}G_t(x).\) Thus, we have proven the theorem. □
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Appendix. Proofs of Lemmas

In this section, we present the proofs of Lemmas 2–5. Note that we use the same notation as in Sections 2–5. Also, throughout this appendix, we denote a generic constant by \(C\), which may take different values at different appearances.

Proof of Lemma 2. Let \(\xi_t = c_t(X_t | X_{t-1})/h.\) It is easy to verify by the Taylor expansion that
\[
E(j_t) = E(\xi_t) = \int V(W)g(x - hu)\left(\frac{1}{1 + h\alpha_0}\right)dv = g(x)\mu_j(W) + O(h^2),
\]
and
\[
E(\xi_t^2) = h^{-1}\int V(W)g(x - hu)[1 + h\alpha_0]\left(\frac{1}{1 + h\alpha_0}\right)dv = O(h^{-1}).
\]
Also, by the stationarity, a straightforward manipulation yields
\[
n\text{Var}(j_t) = \text{Var}(\xi_t) + \sum_{t=2}^{n} h_t\text{Cov}(\xi_{t-1}, \xi_t),
\]
where \(h_t = 2(n - t + 1)/n.\) The second term on the right hand side of (A.2) can be decomposed into two terms as follows
\[
\sum_{t=2}^{n} h_t\text{Cov}(\xi_{t-1}, \xi_t) = \sum_{t=2}^{n} h_t(\xi_{t-1}) + \sum_{t=2}^{n} h_t(\xi_{t-1}) \equiv J_1 + J_2,
\]
where \(d_n = O(h^{-1} + \alpha(h^2)/2).\) For \(J_1\), it follows by Assumption A4 that
\[
|\text{Cov}(\xi_{t-1}, \xi_t)\| \leq C,
\]
so that \(J_1 = O(d_n) = o(h^{-1}).\) For \(J_2,\) Assumption A2 implies that \(|X_t - x|W_t(x - X_t)| \leq C h^{-1},\) so that \(|\xi_{t-1}| \leq C h^{-1}.\) Then, it follows from the Davydov’s inequality (see, e.g., Theorem 17.2.1 of Ibragimov and Linnik (1971) that \(|\text{Cov}(\xi_{t-1}, \xi_{t+1})| \leq Ch^{2}\alpha(t),\) which, together with Assumption A5, implies that \(J_2 \leq Ch^{2}\alpha(t) \leq Ch^{2}(h^{-1}) = o(h^{-1}).\) This, together with (A.2) and (A.3), implies that \(\text{Var}(j_t) = O((nh)^{-1}) = o(1).\) This completes the proof of the lemma. □

Lemma 3. Under Assumption A1–A6 with \(h\) in A3 and A6 replaced by \(hh_0,\) we have
\[
I_4 = \sqrt{\frac{h_0h}{n}} \sum_{t=1}^{n} \xi_{t, 1}G_t(x) \to N(0, \sigma_X^2(X))
\]
Proof. It follows by using the same lines as those used in the proof of Lemma 2 and Theorem 1 in Cai (2002), omitted. □

Lemma 4. Under Assumptions A1–A6, we have
\[
I_3 = h_0 \sum_{t=1}^{n} W_{c, t}(x, h)G_{1, h_0}(\nu_p(x) - Y_t)
\]
\[
= h_0^2 \mu_2(K)f(\nu_p(x) | x) + o_p(h_0^2).
\]
Proof. Define \(\xi_{t, 1} = c_t(G_{1, h_0}(\nu_p(x) - Y_t))\), then, by Lemma 1, \(I_3 = I_0[1 + o_p(1)],\) where \(I_0 = g^{-1}(x)h_0 \sum_{t=1}^{n} \xi_{t, 1}/n.\) Similar to (A.1), we can show that
\[
E(\xi_{t, 1}) = h_0 \mu_2(K)f(\nu_p(x) | x)g(x) + O(h_0h^2),
\]
and
\[
E(\xi_{t, 1}^2) = E[h_0^2(W_t^2(X_t - X_{t-1})G_{1, h_0}(\nu_p(x) - Y_t) | X_{t-1})]
\]
\[
= O(h_0h/h).
\]
so that \(\text{Var}(\xi_{t, 1}) = O(h_0/h).\) By following the same arguments in the derivation of \(\text{Var}(j_t)\) in Lemma 2, one can show that \(\text{Var}(I_0) = O((nh)^{-1}) = o(1).\) This proves the lemma. □

Lemma 5. Under Assumptions A1–A4 and B2–B5, we have
\[
I_10 = \sqrt{\frac{h}{n}} \sum_{t=1}^{n} \xi_{i, 3}G_t(x) \to N(0, p^2g^2(x)\sigma^2(X)).
\]
Proof. It follows by using the same lines as those used in the proof of Lemma A.1 and Theorem 1 in Cai (2001), omitted. □
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